A new correlation-based filter approach for simple, fast, and effective feature selection (FS) is proposed. The association strength between each feature and the response variable (relevance) and between pairs of features (redundancy) is quantified via a simple nonlinear transformation of correlation coefficients inspired by information theoretic concepts. Furthermore, the association strength between a set of features and the response variable (feature complementarity) is explicitly addressed using a similar nonlinear transformation of partial correlation coefficients, where a feature is selected conditionally upon its additional information content when combined with the features already selected in the forward sequential process. The new filter scheme overcomes several major issues associated with competing FS algorithms, including computational complexity and difficulty in implementation, and can be used on both multi-class classification and regression problems. Experiments on five synthetic and twelve real datasets demonstrate that the proposed filter outperforms popular alternative filter approaches in terms of recovering the correct features. We envisage the proposed scheme setting a competitive benchmark against which more sophisticated FS algorithms can be compared. Documented Matlab source code is available on the first author's website.
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1 Introduction

Data analysis is a ubiquitous problem in various disciplines, ranging from engineering and medical research to the social sciences. Typically, the researcher is faced with the problem of inferring a relationship between a set of features (characteristics of the examined dataset), and a measured quantity of interest known as the response; this is commonly referred to as the supervised learning setup (Hastie et al., 2009). However, the presence of a large number of features sometimes obstructs the interpretation of useful patterns in the data, and is often detrimental to the subsequent learning process of mapping the features to the response (Guyon
and Eliseef, 2003; Liu and Yu, 2005; Gyon et al., 2006). This problem, widely known as the curse of dimensionality (Hastie et al., 2009), occurs because it is practically impossible to adequately populate the feature space with the available data (the number of required samples grows exponentially with the number of features). The problem is worse where the number of features is larger than the number of samples, for example, in microarray data analysis problems (Hastie et al., 2009).

To mitigate the curse of dimensionality, researchers often resort to either feature transformation or feature selection. Feature transformation aims to build a new feature space of reduced dimensionality, producing a compact representation of the information that may be distributed across several of the original features. Although it has shown promising results in many applications (Torkkola, 2003; Hastie et al., 2009), feature transformation is not easily interpretable because the physical meaning of the original features cannot be retrieved. In addition, it does not save on resources required during the data collection process since all the original features still need to be measured or computed. Moreover, in very high dimensional settings where the number of irrelevant features may exceed the number of relevant features, reliable feature transformation can be problematic (Torkkola 2003).

Feature selection (FS) aims to decide on a feature subset, discarding features that do not contribute towards predicting the response. FS algorithms can be broadly categorized into wrappers and filters. Wrappers incorporate the learner (classifier or regressor) in the process of selecting the feature subset, and may improve the overall machine learning algorithm performance (Tuv et al., 2009; Torkkola, 2003). However, there are at least four major issues with wrappers: a) increased computational complexity (compared to filters), which is exacerbated as the dataset grows larger, b) the selected feature subset for a specific learner may be suboptimal for a different learner, a problem known as feature exportability (that is, the selected feature subset is not exportable), c) controlling internal parameters (parameter fine-tuning) of the learner requires experimentation, expertise, and is time-consuming, and d) inherent learner constraints, for example some learners do not handle multi-class classification or regression problems. The problem with feature exportability arises because the features chosen in a wrapper scheme are tailored to optimize the performance of the specific learner irrespective of the general characteristics of the data. Hence, the selected feature subset may not reflect the global properties of the original dataset, which leads to the failure of generalization of wrapper-selected feature subsets in alternative learners (Hilario and Kalousis, 2008). Filters attempt to overcome these limitations of the wrapper methods and commonly evaluate feature subsets based on their information content (for example using statistical tests) instead of optimizing the performance of specific learners, and are computationally more efficient than wrappers. In the remainder of this study, FS is used to refer exclusively to filters.

There has been extensive research on filter schemes, often these schemes are demanding both in terms of computational effort and memory, whilst some require tuning of internal parameters to optimize performance. Moreover, some filters are limited in their application since they can only address binary classification problems, or cannot be generalized to regression settings. In addition, recent studies highlight the importance of using simple filters before experimenting with more sophisticated schemes, remarking that many promising but elementary concepts have been left unexplored (Guyon et al., 2007; Guyon, 2008; Brown, 2009).

In this study, we introduce a simple yet efficient filter, which we call relevance, redundancy and complementarity trade-off (RRCT). This correlation-based filter uses a simple nonlinear transformation of the correlation coefficients using information theoretic concepts to quantify the association of the features with the response, and the overlapping information between features. In addition, the RRCT explicitly takes into account the additional information content which is contributed by a new feature, conditional on the existing feature subset. We demonstrate that by generalizing point estimates of shared information content (quantified via correlation coefficients)
and by accounting for multi-variable complementarity we improve the accuracy over classical filter schemes. The proposed algorithm is effective in multi-class classification and regression settings, is very fast, and does not require fine-tuning of parameters.

This paper is organized as follows: Section 2 describes the most widely used FS concepts. Section 3 reviews a selection of existing FS algorithms that will form the basis of the comparisons provided, and introduces the new FS scheme presented in this study. Section 4 shows experimental results using a range of synthetic and real datasets. Finally, Section 5 summarizes the results of this study, and outlines the proposed FS scheme’s properties, strengths and limitations compared to the established filter schemes.

2 Terminology and main concepts of filter approaches

Feature selection algorithms abound in the literature (Guyon and Elisseeff, 2003; Guyon et al., 2006; Tuv et al., 2009; Sun, Todorovic and Goodison, 2010, Guyon et al., 2010). This section aims to review some of the most important concepts and algorithms, and motivate the need for the development of the proposed schemes. This review is necessarily brief, and we refer to Guyon et al. (2006; Guyon and Elisseeff 2003) as good starting points on the topic of feature selection. In the following, the terms features, input variables, explanatory variables, and predictors coincide and are used interchangeably throughout the text. Similarly, the terms response, response variable and target all refer to the outcome quantity of interest.

Given the input data matrix $X \in \mathbb{R}^{N \times M}$ and the response variable $y \in \mathbb{R}^{N \times 1}$ where $N$ is the number of samples (instances) and $M$ is the number of features, the FS algorithms aim to reduce the input feature space $M$ into $m$ features, where $m < M$ ($m$ can be chosen based on prior knowledge and possible constraints of the application, or can be determined via cross validation). That is, we want to select a feature set $S$ comprising $m$ features $\{x_i\} i \in (1 ... M)$, where each $x_i$ is a column vector in the data matrix $X$. The optimal feature subset maximizes the combined information content of all features in the feature subset with respect to the response variable. However, this is a complex combinatorial problem, and the optimal solution can only be found by a brute force search. Since a brute force search is extremely computationally demanding, particularly for large datasets, sub-optimal alternatives must be sought. Although in principle combinatorial optimization methods (such as simulated annealing and genetic algorithms) can be applied to the FS problem, these techniques are also computationally expensive.

As an approximate solution to the combinatorial one, researchers often assess each feature individually in order to determine the overall information content of the feature subset from each individual feature in the subset. Then, there are two FS approaches: a) sequential forward process (features are sequentially added to the selected feature subset), and b) backward elimination (starting from the entire feature set and eliminating one feature at each step). Forward FS is often used in many filter applications (Peng, Long and Ding, 2005; Sun, Todorovic and Goodison, 2010), and is particularly suitable for those problems where we want to reduce a dataset comprising many features to a dataset with a fairly small number of features.

One of the simplest FS approaches is to use the features which are maximally related to the response, where the association strength of the features with the response can be quantified using a suitable criterion (or metric, not to be confused with a distance metric in the mathematical sense) $I(\cdot)$. One of the straightforward metrics is the Pearson correlation coefficient, which expresses the linear relationship between each feature $x_i$ and $y$. This assumes that the association strength between the response and each of the features can be characterized using the mean and standard deviations (first two statistical moments) alone, and that the higher order moments are zero, or at least sufficiently small that they can be neglected. Alternatively, the Spearman rank correlation coefficient, which is a more general monotonic metric, can be used to quantify the relationship between each feature and the response. More complicated criteria can also be used to characterize potentially nonlinear (and non-monotonic) relationships between the features and the
response variable. One of the most important metrics to quantify the association strength between two random variables is the mutual information (MI), because it can be used to express arbitrary dependencies between the two quantities (Cover and Thomas, 2006). In fact, MI has attracted extensive and systematic interest in the feature selection literature (Battiti, 1994; Peng, Long and Ding, 2005; Meyer, Schretter and Bontempi, 2008; Estevez et al., 2009). However, the computation of MI is not trivial (particularly in domains with continuous variables), which hinders its widespread use (Torkkola, 2003).

Conceptually, the simple approach discussed thus far that relies solely on the association strength between individual features and the response variable works well in the presence of independent (orthogonal) features (no correlations amongst features). It is now well established that in most practical applications a good feature subset needs to account for overlapping information amongst features for predicting the response variable. That is, the relevance (association strength of a feature with the response variable) needs to be counter-weighted with information that in most practical applications a good feature subset needs to account for independent (orthogonal) features (no correlations amongst features). It is now well established that it requires the fine tuning of the free parameter, proposing the minimum redundancy maximum relevance (mRMR) (see Equation 2):

\[
mRMR \equiv \max_{\beta} \max_{\mathcal{Q} \subseteq \mathcal{S}} \left( I(x_i; y) - \beta \sum_{s \in \mathcal{S}} I(x_i; x_s) \right)
\]

where \( I(x_i; y) \) is the mutual information between feature \( x_i \) and the response \( y \), \( \beta \) is a parameter to compromise between the relevance term and the redundancy term, \( \mathcal{S} \) is the set of features in the initially empty set \( S \), that is \( \{1 \ldots M\} \), \( \mathcal{Q} \) contains the indices of selected features, \( Q - S \) contains the indices of features not in the selected subset, \( x_s \) is a variable that has been already selected in the feature index subset \( S \) (\( s \) is an integer), \( Q \) contains the indices of all the features in the initial feature space, \( \mathcal{Q} \) contains the indices of selected features and \( Q - S \) denotes the indices of the features not in the subset), \( y \) is the response, and \( \mathcal{Q} \) contains the indices of the features not included in the set \( S \) that maximizes \( I(x_i; y) \). Battiti’s (1994) algorithm is a heuristic incremental (greedy) search solution, which consists of the following steps: 1) (Selecting the first feature index) include the feature index \( \{i\} \) in the initially empty set \( S \), that is \( \{i\} \rightarrow S \), 2) (Selecting the next \( m - 1 \) features, one at each step, by repeating the following) apply the criterion in Equation 1 to incrementally select the next feature index \( i \), and include it in the set: \( S \cup \{i\} \rightarrow S \), 3) obtain the feature subset by selecting the features \( \{x_i\}_{i=1}^m \), \( i \in S \) from the original data matrix \( \mathbf{X} \).

A major problem with the approach formalized by Equation 1 is that it requires the specification of the free parameter \( \beta \) (which can be achieved using grid search and cross validation). Moreover, the optimal value of \( \beta \) may vary with the size of the feature subset. Peng, Long and Ding (2005) modified the criterion in Equation 1 to avoid the fine tuning of the free parameter, proposing the minimum redundancy maximum relevance (mRMR) (see Equation 2):

\[
mRMR \equiv \max_{\beta} \max_{\mathcal{Q} \subseteq \mathcal{S}} \left( I(x_i; y) - \frac{1}{|\mathcal{S}|} \sum_{s \in \mathcal{S}} I(x_i; x_s) \right)
\]

where \( |\mathcal{S}| \) is the cardinality of the selected subset. As in Battiti’s (1994) study, Peng, Long and Ding (2005) used MI to express the relevance and redundancy, and the greedy search solution follows the same steps described above. In practice the mRMR filter approach is highly successful in many applications, (Peng, Long and Ding, 2005; Meyer, Schretter and Bontempi, 2008), thereby justifying the intuitive concept that selecting features based on the compromise between relevance and redundancy may be more appropriate than relying solely on the naïve idea of selecting features only on the basis of strong association with the response.

More recently, Estevez et al. (2009) refined the criterion used in mRMR by dividing through the redundancy term with the minimum of the entropy \( H(\cdot) \) of the two features (see Equations 3
and 4). Their argument is founded on the fact that the MI is bounded \(0 \leq MI(x_i; x_s) \leq \min \{H(x_i), H(x_s)\}\), and the use of the normalized version of the redundancy term compensates for the MI bias, which is a common problem in MI estimation (Quinlan, 1986):

\[
mRMR_{\text{normalized}} \equiv \max_{i \in q-\hat{q}} \left[ I(x_i; y) - \frac{1}{|S|} \sum_{s \in S} NI(x_i; x_s) \right] \quad (3)
\]

\[
NI(x_i; x_s) = I(x_i; x_s) / \min \{H(x_i), H(x_s)\} \quad (4)
\]

A further aspect of FS that is often underestimated or ignored is variable complementarity. Variable complementarity (also known as conditional relevance) is the property of two or more features being strongly associated with the response variable when they are combined, whilst the same features may be only moderately associated with the response individually. This issue has been topical lately, and has been explicitly addressed in a number of recent studies, for example (Meyer, Schretter and Bontempi, 2008; Brown 2009; Zhao and Liu, 2009). Meyer, Schretter and Bontempi (2008) extended mRMR to include up to second order interactions because in general this keeps algorithm complexity low, although in principle the interactions could be generalized to higher order. They demonstrated that their algorithm has the potential to outperform mRMR in some datasets, although their scheme was not universally superior. This suggests that second order complementarity proves quite useful in some datasets, and their results may indicate that including higher order interactions could further improve the performance of the FS filter scheme. However, the computation of high order interactions is both computationally expensive and difficult to be accurately computed generalizing criteria such as MI (for example using total correlation); in Section 3.2 we propose one way to tackle the computation of high order interactions very efficiently with the proposed FS algorithm.

There are many FS algorithms making use of the concepts outlined briefly here (relevance, redundancy, complementarity); specific algorithms will be introduced in the next Section.

3 Simple feature selection schemes and the new algorithm

Having outlined the main conceptual approaches of FS, we now focus on the actual schemes used in this study. We study simple sequential forward filters that can be used for multi-class classification and regression problems, are computationally efficient, and do not require the estimation of any internal parameters which rely on user expertise or experimentation.

3.1 Simple feature selection algorithms

The algorithmic description of mRMR (Peng, Long and Ding, 2005) was outlined in the previous section. We have used the mRMR source code from Peng (the MI computation relies on density estimation using histograms)\(^1\). In addition, we use a computationally cheap alternative to the original mRMR approach that used MI; here the relevance and redundancy are computed using the nonparametric Spearman rank correlation coefficient. We refer to the mRMR algorithm of Peng, Long and Ding (2005) by \(mRMR_{\text{MI}}\), and to the alternative using the Spearman correlation coefficient by \(mRMR_{\text{Spearman}}\).

An alternative FS algorithm where features are selected on the basis of being correlated to the target and minimally correlated to the existing feature subset is the Gram-Schmidt orthogonalization (GSO) (Stoppiglia et al., 2003). The GSO algorithm projects the original features onto the null space of those features already selected, and the feature that is maximally correlated with the target in that projection is selected next. The procedure iterates until the number of desired features has been selected. Further details of the GSO algorithm used for FS

\(^1\) The Matlab source code for mRMR is available at http://penglab.janelia.org/software/Hanchuan_Peng_Software/software.html
can be found in Stoppiglia et al. (2003) and in Guyon et al. (2006). We have used the implementation of Guyon (2008).

A further very successful FS algorithm is the least absolute shrinkage and selection operator (LASSO) (Equation 5), which has generated major interest particularly in the statistics literature (Tibshirani, 1996; Efron et al., 2004; Donoho, 2006; Meinshausen and Yu, 2009), and which we have used in our previous studies (Tsanas et al., 2010a, Tsanas et al., 2010b, Tsanas et al., 2010c). The LASSO is a principled shrinkage method, enforcing the sum of absolute coefficient value penalty in a standard linear regression setting, formalized as follows:

\[ \hat{b}_{\text{LASSO}} = \arg \min_{b} \sum_{i=1}^{N} \left( y_i - \sum_{j=1}^{M} x_{ij} b_j \right)^2 + \lambda \sum_{j=1}^{M} |b_j| \]  

where \( b \) is a vector containing the linear regression coefficients, and \( \lambda \) is the LASSO regularization parameter. Tibshirani (1996) has shown that this \( L_1 \)-norm penalty promotes sparsity (some coefficients in \( b \) become zero), and therefore the LASSO can be used as an FS tool. Efron et al. (2004) have designed an efficient algorithm to determine the entire LASSO regularization path (that is, the values of the variables as \( \lambda \) is varied), increasing the popularity of the method, since this obviates the need for the user to search manually for the best \( \lambda \) by varying across the entire range of the regularization parameter. The LASSO has been shown extremely effective in environments where the features are not highly correlated (Donoho, 2006), and more recent research endorses its use even under those circumstances (Meinshausen and Yu, 2009). We have used K. Skoglund’s implementation to determine the entire LASSO regularization path2.

3.2 The proposed feature selection algorithm

The new FS scheme attempts to address the major issues outlined above: relevance, redundancy and complementarity. Initially, it relies on the computation of correlation coefficients, which are subsequently transformed using a function inspired by information theoretic (IT) concepts appropriate when the underlying distribution is Gaussian. This simplifying approach, that assumes normality of the features, is common in diverse machine learning applications and often works well in practice (Bishop, 2007). One reason for the success of the normal assumption is that the central limit theorem states that the distribution of the sum of an increasingly large number of non-Gaussian random variables tends to the Gaussian (under mild assumptions).

This starting assumption of normality greatly facilitates analysis since important IT concepts applied to the Gaussian distribution that are of central importance to this new algorithm are simple to compute and manipulate analytically. Before any processing of the dataset, the features and the response variable are standardized to have zero mean and unit standard deviation. This is also a common pre-processing step in machine learning applications, facilitating subsequent analysis: for example, it finds use in the LASSO algorithm (Hastie et al., 2009) and in mRMR (Peng, Long and Ding, 2005).

First, we compute the Spearman correlation coefficient between the features and the response variable to obtain the vector of rank correlations \( r = [r_1, r_2 ... r_M] \), where each entry denotes the correlation of each feature with the response. Then, we compute the covariance matrix \( \Sigma \), and denote its entries with \( \rho_{ij} \); these entries are the linear (Pearson) correlation coefficients computed between the features \( x_i \) and \( x_j \), where \( i, j \in (1 ... M) \). The fact that we choose a different metric to quantify relevance (with rank correlation coefficients) and redundancy (with linear correlation coefficients) may seem counter-intuitive; we address this in the Discussion.

---

2 The Matlab source code for computing the LASSO path is available at http://www2.imm.dtu.dk/pubdb/views/publication_details.php?id=3897
\[ \Sigma = \begin{bmatrix} 1 & \rho_{12} & \ldots & \rho_{1M} \\ \rho_{12} & 1 & \ldots & \rho_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{1M} & \rho_{2M} & \ldots & 1 \end{bmatrix} \] (6)

Then, for Gaussian distributions, there is an analytic expression for MI relying only on the linear correlation coefficient \( \rho \) (Cover and Thomas, 2006) (note that the MI also relies on the variance, but this is 1 due to the standardization pre-processing step):

\[ MI = -0.5 \cdot \log (1 - \rho^2) \] (7)

Throughout this study, we use the natural logarithm. For the purpose of this work, we are using Equation 7 as an IT quantity that is obtained using either the linear correlation coefficient or the rank correlation coefficient. For convenience, we will use the notation \( \eta_T(X,Y) = -0.5 \cdot \log[1 - r_{XY}^2] \) to refer to the non-linearly transformed linear or rank correlation coefficient \( r_{XY} \) between two random variables \( X, Y \). Now, we can write in compact vector form all the relevance terms using the IT inspired transform in Equation 7:

\[ r_{iTL} = -0.5 \cdot \log[1 - r_i^2 \ldots 1 - r_M^2] \] (8)

Similarly, using the covariance matrix \( \Sigma \) (Equation 6) and Equation 7, the redundancy between pairs of features can be conveniently expressed as a matrix, where each \((i,j)\) entry denotes the information that two features share towards predicting the response:

\[ \Sigma_{IT} = -0.5 \cdot \log \begin{bmatrix} 1 & 1 - \rho_{12}^2 & \ldots & 1 - \rho_{1M}^2 \\ 1 - \rho_{12}^2 & 1 & \ldots & 1 - \rho_{2M}^2 \\ \vdots & \vdots & \ddots & \vdots \\ 1 - \rho_{1M}^2 & 1 - \rho_{2M}^2 & \ldots & 1 \end{bmatrix} \] (9)

Now, using the relevance terms in Equation 8 across the main diagonal of \( \Sigma_{IT} \) in Equation 9, we obtain a matrix which will be used to compute the compromise between relevance and redundancy:

\[ D = -0.5 \cdot \log \begin{bmatrix} 1 - r_i^2 & 1 - \rho_{12}^2 & \ldots & 1 - \rho_{1M}^2 \\ 1 - \rho_{12}^2 & 1 - r_i^2 & \ldots & 1 - \rho_{2M}^2 \\ \vdots & \vdots & \ddots & \vdots \\ 1 - \rho_{1M}^2 & 1 - \rho_{2M}^2 & \ldots & 1 - r_M^2 \end{bmatrix} \] (10)

The matrix \( D \) is essentially a compact form of mRMR relying on the IT quantity of Equation 7 which alleviates the need for repeated computation of the relevance and complementarity terms in the iterative steps (therefore this expedites the incremental FS process in large datasets). Conceptually, the IT transformation of the (linear or rank) correlation coefficient assigns greater weight to coefficients above the absolute value 0.5 (see Figure 1). The fundamental idea is that weak associations (between a feature and the target or between features) are penalized; conversely strong associations (large absolute correlation coefficients) are enhanced.

Now, using the notion that MI needs to be normalized for the redundancy term as described in Estevez et al. (2009), we divide the redundancy by the minimum of the entropies between the two features. For the Gaussian distribution, the entropy is simply a scalar value (there is no dependency on the variance because of the pre-processing step):

\[ H(x_t) = H(y) = -0.5 \cdot \log (2\pi e) \] (11)

Therefore, all the terms not in the main diagonal in Equation 10, are divided by the scalar quantity in Equation 11 giving rise to \( D_2 \). We introduce the subscript \((n)\) in the form \( r_{IT,n} \) to denote the normalization of the term \( r_{IT} \) (\( r_{IT,n} = r_{IT}/H(y) \)).

The proposed algorithm developed thus far can be seen as an extension of the classical mRMR using an information theoretic inspired transformation, and for this reason we call it mRMR_{IT}. Thus, the mRMR_{IT} is conveniently calculated in terms of the matrix \( D_2 \), where for
the computation of the new candidate feature \( \mathbf{x}_i \) (which corresponds to a feature not in the existing feature subset) we focus on the \( i \)th row. The relevance of the feature \( \mathbf{x}_i \) lies on the main diagonal of the matrix \( \mathbf{D}^2 \), and the redundancy is computed from the average of the terms that appear in the column \( s \) (the \( \mathbf{D}_{2n} \) entries) where \( s \) corresponds to features in the already selected subset \( (s \in \mathcal{S}) \).

We introduce the concept of quantifying the conditional relevance (complementarity) of a feature as the usefulness of that feature in predicting the response conditional upon the existing feature subset. This is achieved using the rank partial correlation coefficient \( \rho_p(\mathbf{x}_i; y|\mathcal{S}) \). That is, the partial correlation coefficient \( \rho_p \) is defined as the rank correlation coefficient between a new candidate feature \( \mathbf{x}_i \) and the response \( y \), controlling for the existing features in the subset.

This approach aims to incorporate how well the candidate feature pairs up with the existing features that have already been chosen. Then, we transform the computed partial correlation coefficient using the IT inspired transformation in Equation 7, which gives:

\[
\rho_{\text{IT}} = -0.5 \cdot \log \left[ 1 - \rho^2 \right]
\]

(12)

Since the controlling variables \( \mathcal{S} \) (whose effect needs to be removed to compute the partial correlation coefficient) are not known and will vary at each step, it is not possible to express this quantity in vector or matrix form as we did above for \( \mathbf{D}^2 \).

This additional term in Equation 12 is added to \( \text{mRMR}_{\text{ITL}} \), and we therefore obtain the new FS algorithm which we call relevance, redundancy and complementarity trade-off (RRCT):

\[
\text{RRCT} \equiv \max_{i \in \mathcal{Q} \setminus \mathcal{S}} \left[ \rho_{\text{IT}}(\mathbf{x}_i; y) - \frac{1}{|\mathcal{S}|} \sum_{s \in \mathcal{S}} \rho_{\text{IT},p}(\mathbf{x}_i; \mathbf{x}_s) + \text{sign} \left( \rho_p(\mathbf{x}_i; y|\mathcal{S}) \right) \cdot \text{sign} \left( \rho_{\text{IT}}(\mathbf{x}_i; y|\mathcal{S}) - r(\mathbf{x}_i; y) \right) \cdot \rho_{\text{IT}} \right]
\]

(13)

\( \text{sign}(\cdot) \) returns +1 if the quantity (\( \cdot \)) is positive and -1 if (\( \cdot \)) negative, and is used to determine
whether \( r_{p,IT} \) is added or subtracted in Equation 13. RRCT follows Battiti’s (1994) algorithmic steps (see Section 2) using Equation 13 instead of Equation 1 to select features. Care needs to be exercised in the RRCT expression when including the \( r_{p,IT} \) term. Given that this term is non-negative due to the IT transformation, we need to determine whether the inclusion of the candidate feature to the existing subset actually contributes additional information conditional on the features in the selected subset (conditionally relevant). Consideration must be made of both the sign of the partial correlation coefficient, and the sign of the difference in magnitudes between \( r_p(x_i;y|S) \) and \( r(x_i;y) \). The sign \( \left( r_p(x_i;y|S) - r(x_i;y) \right) \) term in Equation 13 is used to determine whether the conditional relevance term \( r_p(x_i;y|S) \) is larger than \( r(x_i;y) \) in terms of magnitude; that would mean that including the candidate feature has additional (conditional) relevance given the features in the selected subset. The sign \( \left( r_p(x_i;y|S) \right) \) term is used to make the overall complementarity contribution positive in the case that \( r(x_i;y) < 0 \) and \( r_p(x_i;y|S) = \left( r(x_i;y) \right) < 0 \), because then the term \( \left( r_p(x_i;y|S) - r(x_i;y) \right) \) would indicate the additional contribution offered by the complementarity term is negative.

To isolate the advantages of using the partial correlation coefficient from the advantages of using the IT transformation in mRMR_{ITL}, we define an alternative FS scheme, RRCT_{p}. RRCT_{0} is identical to Equation 13 except that all the terms (relevance, redundancy, and complementarity) have not undergone IT transformation. That is, we use the raw correlation coefficients and the partial correlation coefficient instead.

We aim to demonstrate that the simple nonlinear transformation of the correlation coefficients using IT concepts derived under the assumption of Gaussianity, brings a tangible advantage in FS over alternative approaches (for example, over the mRMR_{spearman} scheme). Moreover, introducing the conditional relevance term that controls for the existing features in the selected subset at each iteration, combined with IT transformation, brings additional power in selecting a parsimonious feature subset rich in information content.

So far, the IT approach has assumed that all the distributions of the features and the response are Gaussian. Because this may be substantially inaccurate in some circumstances, we use the **Box-Cox transform**, which aims to normalize non-Gaussian random variables (Box and Cox, 1964). The Box-Cox transformation (see Equation 14) belongs to a family of **power transformations**, and takes the form:

\[
f(x,\lambda) = \begin{cases} 
\frac{(x^\lambda - 1)}{\lambda}, & \lambda \neq 0 \\
\log(x), & \lambda = 0
\end{cases}
\]  

(14)

where \( \lambda \) is determined via optimization to maximize the associated log likelihood function.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Relevance</th>
<th>Redundancy</th>
<th>Complementarity</th>
<th>Information theoretic transformation</th>
<th>Box-Cox transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>mRMR_{MI}</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>mRMR_{spearman}</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GSO</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LASSO</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>mRMR_{ITL}</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>mRMR_{ITL, Box-Cox}</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RRCT_{p}</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RRCT</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RRCT_{Box-Cox}</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 1: Summary of the properties for each feature selection algorithm used in this study.
There is active research into the optimal determination of \( \lambda \) (Marazzi and Yohai, 2006) beyond the scope of this work and here we will use the standard reference approach with the maximum likelihood estimate. We apply the Box-Cox transform to the raw data prior to standardization, and compute the RRCT on this transformed data, in addition to RRCT for the non-transformed data. This is indicated as RRCT_{Box-Cox} for convenience. Table 1 summarizes the main properties of the FS algorithms used in this study.

4 Datasets

Table 2 summarizes the data used in this study. All the selected datasets are publicly available, and most have been previously used in the FS literature. In cases of missing entries in a dataset, the corresponding row in the data matrix was deleted.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Design matrix</th>
<th>Associated task</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial 1</td>
<td>1000x100</td>
<td>Regression</td>
<td>C (100)</td>
</tr>
<tr>
<td>TIED (Artificial 2)</td>
<td>750x999</td>
<td>Classification</td>
<td>D (999)</td>
</tr>
<tr>
<td>(Statnikov and Aliferis, 2009)</td>
<td></td>
<td>(4 classes)</td>
<td></td>
</tr>
<tr>
<td>Friedman (4 sets)</td>
<td>500x50 (2)</td>
<td>Regression</td>
<td>C (50)</td>
</tr>
<tr>
<td>(Artificial 3) (Friedman, 1999)</td>
<td>1000x50 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hepatitis(^4) (Diaconis and Efron, 1983)</td>
<td>155x19</td>
<td>Classification</td>
<td>C (17), D (2)</td>
</tr>
<tr>
<td>Acute inflammations (urinary bladder)(^5) (Czeniak and Zarzycki, 2003)</td>
<td>120x6</td>
<td>Classification</td>
<td>C (1), D (5)</td>
</tr>
<tr>
<td>Breast cancer (diagnostic)(^6) (Wolberg and Mangasarian, 1990)</td>
<td>569x30</td>
<td>Classification</td>
<td>C (30)</td>
</tr>
<tr>
<td>Breast cancer (prognostic)(^6) (Wolberg and Mangasarian, 1990)</td>
<td>198x33</td>
<td>Classification</td>
<td>C (31), D (2)</td>
</tr>
<tr>
<td>Statloat heart(^6)</td>
<td>270x13</td>
<td>Classification</td>
<td>C (1), D (12)</td>
</tr>
<tr>
<td>Parkinson’s(^4) (Little et al., 2009)</td>
<td>195x22</td>
<td>Classification</td>
<td>C (22)</td>
</tr>
<tr>
<td>Liver(^4)</td>
<td>345x6</td>
<td>Classification</td>
<td>C (1), D (5)</td>
</tr>
<tr>
<td>Heart disease(^6)</td>
<td>303x13</td>
<td>Classification</td>
<td>C (1), D (12)</td>
</tr>
<tr>
<td>Los Angeles Ozone(^5)</td>
<td>330x9</td>
<td>Classification</td>
<td>D (9)</td>
</tr>
<tr>
<td>Concrete compressive strength(^4)</td>
<td>1030x8</td>
<td>Regression</td>
<td>C (7), D (1)</td>
</tr>
<tr>
<td>Boston Housing(^4)</td>
<td>506x13</td>
<td>Regression</td>
<td>C (10), D (3)</td>
</tr>
<tr>
<td>Prostate(^5)</td>
<td>97x8</td>
<td>Regression</td>
<td>C (4), D (4)</td>
</tr>
</tbody>
</table>

Table 2: Summary of datasets used in this study. The size of the design matrix is \( N \times M \), where \( N \) denotes the number of instances (samples), and \( M \) denotes the number of features. The ‘attributes’ denote the type of the design matrices’ variables: continuous (C) or discrete (D). In cases of missing entries, the entire row in the data matrix was deleted.

Artificial Dataset 1 comprises 1000 samples and 100 features (that is, the design matrix \( X \) is 1000x100) where the 100 continuous-valued, independent features were generated using the

\(^3\)Downloaded from the Causality Workbench Repository: [http://www.causality.inf.ethz.ch/repository.php](http://www.causality.inf.ethz.ch/repository.php)


standard normal distribution. The response was determined as a linear combination of 10 inputs \( \{x_1 \ldots x_{10}\} \), where each feature was assigned a random coefficient \( \{a_1 \ldots a_{10}\} \) in the range 10 to 100, and no two features were allowed to have the same coefficient. All weights were positive to avoid any masking issues where one feature might be effectively cancelled by another. Thus, the target variable has the form:

\[
y = a_1x_1 + a_2x_2 + \ldots + a_{10}x_{10}
\]

To simulate a real world scenario, after obtaining the response variable \( y \) we added 10% independent and identically distributed (i.i.d.) Gaussian noise to each of the features. Therefore, the first dataset is a standard regression problem with 10 true predictors (features that contribute towards predicting the response) and 90 false (redundant, irrelevant, or noisy) predictors.

The second artificial dataset (TIED) was generated by Statnikov and Aliferis (2009). It is obtained from a discrete Bayesian network where there are 750 instances with 999 variables, and the response has four classes. The 13 relevant variables are known \textit{a priori}: \( \{X_1, X_2, X_3, X_4, X_9, X_{10}, X_{11}, X_{12}, X_{13}, X_{19}, X_{19}, X_{20}\} \). These features are organized into the following five subsets contributing towards the 72 Markov boundaries (smallest subset of features for which the response variable is conditionally independent of other features) of the TIED dataset (one variable from each subset): (a) \( \{X_9\} \), (b) \( \{X_4, X_8\} \), (c) \( \{X_{11}, X_{12}, X_{13}\} \), (d) \( \{X_{19}, X_{19}, X_{20}\} \), and (e) \( \{X_1, X_2, X_3, X_{10}\} \). A separate set to test the effectiveness of feature selection is also provided, which has 3,000 samples. The pilot study illustrated that this is a very challenging problem, where some advanced FS algorithms failed to detect all the variables in the Markov boundaries. This dataset was recently used in Tuv et al. (2009) who demonstrated that their FS scheme based on ensembles (relying on random forests’ importance score) can identify all the true features including three false features (\( \{X_{15}, X_{29}, X_{44}\} \)).

The third artificial dataset uses the well-known Friedman data generator. The model has multiple nonlinear interactions amongst the explanatory variables, and includes relevant, redundant, and noisy input variables. We used four realisations of this generator\(^6\). All the datasets used here have 50 continuous valued variables, where only 5 are true. We used two dataset sizes: 500 and 1000 samples. In addition, we used two \textit{collinearity degrees} (number of variables which depend on other variables): two and four.

One real dataset widely used in FS scheme comparisons is the \textit{hepatitis} dataset (Diaconis and Efron, 1983). It includes 155 patients and the binary outcome (healthy control subject versus subject with hepatitis disease) depends on 19 features. This dataset has been subject to close scrutiny by Breiman (2001), who concluded that features \( X_{17} \) and \( X_{12} \) were highly indicative of the response (and highly correlated with each other). Breiman suggested that either of those two explanatory variables individually carries almost as much information as the entire feature set. The features \( X_{19} \) and \( X_{11} \) were also identified as conveying some additional information towards predicting the response. More recently Tuv et al. (2009) identified the following feature subset using a scheme based on random forests: \( \{X_6, X_{17}, X_{14}, X_{19}, X_{11}\} \). That study contrasted their proposed FS scheme with three alternative FS algorithms, which also unanimously identified variable \( X_2 \).

We refer to the original studies and the publicly available repositories cited in Table 2 for further details regarding each dataset.

5 Results

In general, there are two approaches to evaluate FS algorithms: the first aims to determine whether the optimal feature subset was selected (optimal being the combination of features maximally associated with the response), and the second aims to improve a performance metric in

---

\(^6\)The four realizations of the Friedman generator used in this study are available at
the subsequent learning phase where the feature subsets are input to a learner. This later approach is a surrogate to validate the efficiency of FS schemes, although it does not necessarily correspond to selecting the optimal feature subset, and it is possible that different learners might lead to different conclusions. Moreover, in practice some weakly relevant or redundant features could improve the learners’ performance; conversely, the benefit of discarding relevant features may outweigh loss in information content (Guyon et al., 2007). Therefore, in this study we focus almost exclusively on the first approach, trying to determine whether the correct set of features has been selected. This aim is actually infeasible for real world datasets, because we do not know a priori the best feature subset; in Section 5.2 we propose an approach to tackle this problem.

In the subsequent analysis, all datasets are standardized to have zero mean and unit standard deviation. With the exception of the TIED dataset, the features are always chosen using 10% hold out data with 100 repetitions (effectively this is the same approach as in 10-fold cross-validation). That is, we randomly permute the initial design matrix and select 90% of the data to select a feature subset; the process is repeated 100 times where each time the initial dataset is randomly permuted. We do this to determine which of the features are robustly selected and are true (intrinsically useful towards predicting the response in the given task); although the feature subsets are not identical in the 100 repetitions, this approach gives us confidence in the selected features.

### 5.1 Focusing on selecting the optimal feature subset: two artificial benchmarks

The first artificial dataset serves as a very simple benchmark, to test how accurately the FS algorithms select features. This test demonstrated that GSO, LASSO, RRCT, RRCT and RRCT\textsubscript{Box-Cox} accurately identified the true features in all 100 repetitions of the cross validation process with no false alarms (false features appearing in the place of true features). The remaining filters had a few false alarms.

<table>
<thead>
<tr>
<th>mRMR\textsubscript{ALL}</th>
<th>mRMR\textsubscript{Steinhaus}</th>
<th>GSO</th>
<th>LASSO</th>
<th>mRMR\textsubscript{ITL}</th>
<th>mRMR\textsubscript{ITL,Box-Cox}</th>
<th>RRCT\textsubscript{0}</th>
<th>RRCT</th>
<th>RRCT\textsubscript{Box-Cox}</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>240</td>
<td>12</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>2</td>
<td>2</td>
<td>18</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>18</td>
<td>11</td>
<td>3</td>
<td>19</td>
<td>15</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>19</td>
<td>14</td>
<td>2</td>
<td>15</td>
<td>302</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>29</td>
<td>12</td>
<td>8</td>
<td>8</td>
<td>13</td>
<td>19</td>
<td>388</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>4</td>
<td>228</td>
<td>29</td>
<td>14</td>
<td>810</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>772</td>
<td>151</td>
<td>19</td>
<td>8</td>
<td>29</td>
<td>29</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>417</td>
<td>362</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>29</td>
<td>501</td>
<td>120</td>
<td>8</td>
<td>42</td>
<td>24</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>228</td>
<td>417</td>
<td>14</td>
<td>288</td>
<td>8</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>20</td>
<td>31</td>
<td>772</td>
<td>6</td>
<td>364</td>
<td>6</td>
<td>4</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>498</td>
<td>77</td>
<td>288</td>
<td>235</td>
<td>19</td>
<td>6</td>
<td>305</td>
</tr>
<tr>
<td>6</td>
<td>473</td>
<td>305</td>
<td>730</td>
<td>42</td>
<td>109</td>
<td>18</td>
<td>9</td>
<td>288</td>
</tr>
<tr>
<td>(2)</td>
<td>(3)</td>
<td>(5)</td>
<td>(7)</td>
<td>(3)</td>
<td>(5)</td>
<td>(8)</td>
<td>(3)</td>
<td>(3)</td>
</tr>
</tbody>
</table>

Table 3: Feature selection results for the TIED dataset. The TIED dataset is artificially constructed from a discrete Bayesian network, where 13 features are relevant (see text for details). All the feature selection (FS) algorithms in this study are greedy, and rely on forward sequential selection. Each row in the Table shows the feature that maximizes the criterion used in each FS algorithm in the iterative (greedy) processing steps. The correctly detected features appear in bold, and the final row summarizes the number of falsely detected features. This number is computed for the 13 features (m = 13); the Table presents the first 16 features (m = 16) to show whether some algorithms might have closely missed the true features.
The selected features for the TIED dataset appear in Table 3. We note that mRMRMI had the lowest number of false alarms. The false alarms come mainly from \(X_{15}, X_{29}, X_{14}\) (for example these are the only three false alarms in the RRCT algorithm), features which were also incorrectly selected in Tuv et al. (2009) who used a much more sophisticated FS scheme. Interestingly, if we decide to use the best feature subset out of 16 features (and not out of 13, that is allowing for three false alarms), RRCT recovers two out of the three remaining relevant variables (and mRMRMI recovers one out of the remaining two). Thus, RRCT is very competitive with a considerably more sophisticated FS algorithm (Tuv et al., 2009) in terms of finding the relevant features in the TIED dataset. Alternative FS algorithms that worked well for the first artificial example, and in particular LASSO, do not perform well on this dataset.

### 5.2 False discovery rate

Assuming the number of true and false (collectively referring to redundant, irrelevant and noisy) features in a dataset is known (ground truth), we define the False Discovery Rate (FDR) as the number of false features erroneously identified by the FS algorithm as true. For artificial datasets the optimal feature subset is known \textit{a priori}, information which is typically unknown for real datasets. Therefore, for the artificial datasets it is easy to quantify the performance of each FS algorithm at selecting the optimal feature subset. To quantify the performance of feature selection algorithms for real datasets we need a different strategy.

First, we assume that most of the features in the original design matrix are in some way related to the response (this implicitly assumes that the researchers who collected the data in the first place had a reasonable idea of the relevant explanatory variables for their application). The features in the original dataset are assumed to be true (useful in generating the response). Then, by appending a large number of irrelevant features we test the ability of the FS scheme to discard those artificial probes (false features). For each real dataset, we appended to the original design matrix 100 irrelevant features. Each irrelevant feature was randomly chosen to belong each time to one of eight possible different distributions (normal, extreme value, uniform, beta, chi-square, gamma, generalized extreme value, and Weibull) and was independently sampled. The use of widely different distributions ensures that the resulting dataset will resemble more closely real domain applications, where the distributions of the features could vary widely. In addition, this also tests the versatility of the FS algorithms proposed in this study, which exploit the Gaussian assumptions for the features, in recovering the true feature subset.

Next, we generate another 100 irrelevant features to append to the data matrix (in addition to the 100 irrelevant features generated as described above). Each of those new irrelevant features is independently generated by randomly permuting a randomly chosen feature from the original data matrix. Thus, each of the new 100 irrelevant features will have the same empirical probability distribution as the randomly chosen (true) feature which was used to generate it. The aim of this step is to investigate whether the FS algorithms are misled by features with the same distributions as the original features. Now we focus on applying the FDR methodology.

In the case of the four datasets obtained from the Friedman data generator, we set \(m = 5\) (we check for five true features), and examine the ability of the FS algorithms to detect the true features at each of the iterative steps. We used 10-fold cross validation with 100 repetitions for confidence and report the average FDR in Figure 2. These results are averaged over the 100 repetitions and should be interpreted sequentially: each step in the x-axis denotes the iterative step in the FS algorithms, and the values in the y-axis denote whether each FS algorithm’s choice identified true features in the subset (or whether it selected a probe). For example, a value of 0.1 in the y-axis for the first iterative step (x-axis=1) for one of the iterative FS algorithms would denote that in 10 out of the 100 repetitions the first feature that is selected for the given FS scheme is a probe. Similarly, for the second iterative step (x-axis=2) a value of 0.1 in the y-axis would denote that 10 times out of the 100 repetitions one out of the first two selected features is a
probe, and so on. The results in Figure 2 clearly indicate that the RRCT$_{Box-Cox}$ works particularly well in this problem.

We report the FDR results for the real datasets used in this study using the same methodology we used to obtain the findings in Figure 2. In Figure 3 we use each dataset with 100 additional irrelevant appended features in the design matrix (the 100 irrelevant features sampled from the eight possible distributions). In Figure 4 we use each dataset with 200 additional irrelevant appended features in the design matrix (100 irrelevant features sampled from the eight possible distributions, and 100 features where each feature is generated by randomly permuting a randomly chosen feature from the original data matrix.) In both Figure 3 and Figure 4 we focus on how many true features the FS algorithms recover when we set $m = \min (20, M)$, presenting the results for all the iterative steps 1 ... $m$.

![Figure 2: False Discovery Rate (FDR) (number of artificially added, false features identified by the algorithm as true), as a function of including features (the iterative steps in the FS algorithms were set to five). The smaller the FDR the better the feature selection algorithm. The design matrix is given in the form $N \times M$, where $N$ denotes the number of instances (samples), and $M$ denotes the number of features. Each of the four datasets was developed using the Friedman data generator, and has 50 features (5 are true). The degree of collinearity ($C$) denotes the presence of two or four collinear features. The results are the average FDR computed using 10-fold cross validation with 100 repetitions.](image-url)
Figure 3: False discovery rate (FDR) (number of artificially added, false features identified by the algorithm as true), as a function of including features. The iterative steps in the FS algorithms were set to $m = \min(20, M)$, where $M$ is the number of features in each dataset. The smaller the FDR the better the feature selection algorithm. For each dataset, we appended to the original design matrix 100 irrelevant features, independently sampled and randomly chosen each time from eight different distributions (see text for details). The results are the average FDR computed using 10-fold cross validation with 100 repetitions.
Figure 4: False discovery rate (FDR) (number of artificially added, false features identified by the algorithm as true), as a function of including features. The iterative steps in the FS algorithms were set to \( m = \min(20, M) \), where \( M \) is the number of features in each dataset. The smaller the FDR the better the feature selection algorithm. For each dataset, we appended to the original design matrix 100 irrelevant features, independently sampled and randomly chosen each time from eight different distributions. In addition, we appended 100 irrelevant features, randomly generated by permuting the entries of a randomly chosen feature in the original data matrix each time (see text for details). The results are the average FDR computed using 10-fold cross validation with 100 repetitions.
Figure 5: Summarizing the results of Figures 2-4: a) includes the four datasets from Friedman’s generator, b) includes the twelve real datasets using 100 probes, c) includes the twelve real datasets using 200 probes. The normalized FDR for each dataset was computed as $n/m$, where $m$ is the number of features in each dataset, and then averaged across the datasets in each of the three cases in Figures 2-4. The boxes denote the average normalized FDR and the lines denote the standard deviation.
Figure 5 summarizes the findings reported in Figures 2-4, presenting box plots of the average normalized FDR. For each dataset we computed the ratio of $FDR(m)$ and $m$, where $m = \min(20, M)$. $FDR(m)$ denotes the $m^{th}$ (rightmost) average FDR scalar value in each dataset (see Figures 2-4). The FDR $(m)/m$ ratio provides the normalized FDR (a scalar) for each dataset. Then, we computed the mean and standard deviation normalized FDR scores across three clusters of datasets: a) for the four datasets from Friedman’s generator, b) for the twelve datasets where 100 artificial probes had been inserted using the methodology outlined to obtain the results for Figure 3, and c) for the twelve datasets where 200 artificial probes had been inserted using the methodology outlined to obtain the results for Figure 4. The results in Figure 5 suggest that RRCT is, on average, outperforming the competing FS schemes for the real datasets. Interestingly, RRCT with prior Box-Cox transformation is remarkably accurate for the Friedman datasets. We reflect further on these findings in the Discussion.

Figure 6 presents an illustrative example of the trade-offs involved for RRCT$_{\text{Box-Cox}}$ and mRMR$_{\text{ITL,Box-Cox}}$ for one of the real datasets (Acute Inflammations). In this example we used all the data samples (120) and the additional 200 false variables generated as explained above (100 irrelevant features generated from the eight distributions, and 100 irrelevant features where each feature is generated by randomly selecting each time a feature and randomly permuting it), setting $m = 6$ ($M = 6$ in the Acute Inflammations dataset). The results in Figure 6 illustrate nicely how the complementarity term works in the forward incremental FS process and provide intuitive insight for understanding why conditional relevance may be valuable in many FS applications (promoting or relegating the need to include a feature). For example, in the third iterative step of the RRCT$_{\text{Box-Cox}}$ scheme a particular feature was promoted because the combination with the two features already selected contributes markedly towards predicting the response. Similarly, in the fourth iterative step of the RRCT$_{\text{Box-Cox}}$ scheme a feature is almost irrelevant (relevance term is almost zero). However, this particular feature is recovered because the complementarity term suggests it combines well with the features selected in the preceding steps of the algorithm. Although it is not obvious in Figure 6 whether the selected features were recovered accurately, we get a visual insight for how complementarity works. In this example, the RRCT$_{\text{Box-Cox}}$ method selected all the six true features, whereas mRMR$_{\text{ITL,Box-Cox}}$ selected only the first three true features correctly (subsequently three false features were selected).

Figure 6: Illustrative example presenting the values of the relevance, redundancy and complementarity terms in the sequential forward feature selection process contrasting mRMR$_{\text{ITL,Box-Cox}}$ and RRCT$_{\text{Box-Cox}}$ for the Acute Inflammations dataset. In this experiment we appended to the original design matrix (120×6) 200 additional irrelevant features (see text for details). The information theoretic quantity in the y axis is obtained by the nonlinear transformation of the correlation coefficients (see Equation 7).
5.3 Focusing on prediction performance

We have already discussed prediction performance of a learner as a proxy solution to determine the accuracy of the FS algorithms, and have explained the perennial pitfalls in that approach. For illustrative purposes we present here results for the performance of the algorithms for the widely used hepatitis dataset. In Table 4 we report the feature subsets selected by the FS algorithms for the hepatitis dataset. The feature subsets were selected using 10-fold cross validation (we used 100 repetitions to obtain confidence and selected the subset that occurred most often). In our experiments, $X_{12}$ or $X_{17}$ was almost always chosen by most of the FS schemes in the first step in
the 100 repetitions, thus confirming Breiman’s (2001) observations. Moreover, the strong masking effect between the two variables was verified in this study in accordance to the findings of Breiman (2001) and Tuv et al. (2009). Subsequently, we chose to use the Naïve Bayes classifier as the learner for this classification problem. Although this learner inherently assumes that the input variables are uncorrelated, in practice it works well even if this condition is violated (Hastie et al., 2009). For each FS scheme we repeated the training process with the Naïve Bayes classifier 19 times ($m = 19$, the number of features in the hepatitis dataset), where each time we used as input into the learner the first 19 features in the order they were selected (see Table 4 for the first seven iterative steps of the FS algorithms). Figure 7 presents the out of sample results following 10-fold cross validation with 1000 repetitions. With the exception of the LASSO and GSO that do not perform well on this dataset, the remaining FS schemes are not statistically significantly different with respect to misclassifying the response. Interestingly, if we use as input to the Naïve Bayes learner the features selected in Tuv et al. (2009) the resulting performance of the learner is still considerably worse compared to RRCT (it is similar to the results reported when the features are selected using the LASSO).

6 Discussion

We have developed a simple, yet efficient filter feature selection scheme which can be used as a benchmark against which more complicated algorithms can be compared. The proposed scheme works in both multi-class classification and regression settings, is extremely fast, and outperforms alternative simple feature selection schemes which are widely used.

The new algorithm relies on the computation of correlation coefficients, which are subsequently transformed using a nonlinear relationship inspired from the analytic expression linking linear correlation coefficients and mutual information when the underlying distribution is normal. Prior transformation of the datasets using the Box-Cox transform appears to be particularly constructive in some datasets, since then the densities tend to become more Gaussian. Nevertheless, in some cases the Box-Cox transformation leads to degraded performance in recovering the true variables in a dataset. This is an inherent problem of the maximum likelihood approach used for the computation of $\lambda$ in Equation 14 in the presence of outliers; hence the application of more robust approaches to power transformations might be better in these cases (Marazzi and Yohai, 2006).

There are two approaches to validate FS algorithms in the literature: i) detect the correct feature subset, ii) improve a performance metric (for example classification accuracy) in the subsequent learning phase where the selected feature subsets are fed into a learner. Detecting the correct feature subset assumes knowledge of the ground truth, and typically requires the use of artificially generated datasets. Alternatively, as a proxy solution we can introduce artificial probes into real datasets, and test the FS algorithm on its ability to recover the explanatory variables and discard the probes. Evaluating an FS scheme on the basis of out of sample performance involves a learner, which complicates the assessment, since different learners could promote different FS schemes. Therefore, in this study we focused primarily on the former approach aiming to quantify the ability of the FS schemes at detecting the true feature subset.

We used some classical artificial datasets which have been widely used in FS studies. For those artificial datasets the ground truth (true features) is known, and therefore it is easy to evaluate the performance of each FS algorithm in terms of discarding probes. We have shown that mRMRITL and especially RRCT are very promising FS techniques, and may be enhanced in some datasets when they are combined with the Box-Cox transformation. Interestingly, they consistently outperformed the popular LASSO algorithm in both the TIED dataset and the four datasets created using Friedman’s data generator. The mRMRMI algorithm had one false alarm less than RRCT for the TIED dataset, but as we have seen RRCT quickly recovers the remaining two
out of the three relevant explanatory variables in subsequent FS steps. Moreover, RRCT with Box-Cox is consistently better than mRMR_{MI} in the Friedman datasets.

In addition to the artificial datasets, we have used twelve diverse real datasets, with few instances and a large number of features (for example the hepatitis dataset), as well as a large number of instances and low number of features (for example the concrete compressive strength dataset). For the real datasets we appended 100 irrelevant features independently sampled from eight different distribution functions to perform a first series of tests (results shown in Figure 3). Some studies have sampled irrelevant features from the Gaussian distribution only, for example (Sun, Todorovic and Goodison, 2010). We have found that the use of only Gaussian probes gives better FDR results for all the algorithms, but is not as challenging for FS schemes. We believe that using a more generalized pool of distribution functions is a more accurate reflection of the performance of the new schemes in actual applications. Furthermore, we introduced 100 additional irrelevant predictors with identical distributions with the true predictors, randomly and independently sampling from each true predictor to build these new probes. The results for feature recovery are presented in Figure 4. Collectively, the results in Figures 3 and 4 indicate that the new schemes, mRMR_{ITL} and in particular RRCT are very competitive with widely used filters, showing consistently good performance in terms of recovering the true features.

The results in Figure 5 summarize the findings of this study and indicate that, on average, RRCT has an edge in detecting more true features compared to the competing FS algorithms. Whilst RRCT is not universally best in all the datasets we examined, it almost always ranks amongst the best approaches at recovering most of the explanatory variables in the original datasets, and rejecting the artificial probes. We believe this finding is particularly compelling, since the ability of alternative FS schemes to discard probes varies widely. Comparing the results in Figure 5b and 5c, we see that almost all the FS algorithms exhibit slight degradation in recovering the true features when presented with identical empirical probability distributions as the true features.

The success of RRCT can be attributed to two main factors: a) the nonlinear transformation of the rank and linear correlation coefficients inspired by IT considerations, and b) the integration of the concept of complementarity that quantifies the additional information content a feature exhibits, conditional upon an existing feature subset. The former assertion is verified by comparing RRCT with RRCT_{0}, whilst the latter claim is backed up evidentially by comparisons of RRCT with mRMR_{ITL}. Overall, the empirical findings of this study indicate that promoting or relegating features using the IT quantity (see Figure 1) by transforming the correlation coefficients is generally useful. Furthermore, the present study’s findings agree with the recent research literature that emphasizes the need to account for feature complementarity (Meyer, Schretter and Bontempi, 2008; Brown 2009; Zhao and Liu, 2009). The use of the partial correlation coefficients to account for complementarity is a convenient way to overcome the problems associated with well known but often very difficult to assess metrics such as total correlation or conditional mutual information. Similarly to the correlation coefficients, the partial correlation coefficients use the IT inspired transformation which suppresses very low correlations amongst features towards predicting the response. This is in general useful because relatively low correlations may not actually reflect true structure in the dataset in terms of joint correlation of the features with the response. Conversely, the IT transformation further promotes relatively high joint correlations of the features.

A somewhat surprising finding is that we have obtained empirically better FDR results when we used the Spearman rank correlation coefficient to compute the relevance and conditional relevance terms whilst computing the redundancy using the linear correlation coefficient, as opposed to using either the linear or rank correlation coefficients exclusively. However, the empirical findings of this study (on the basis of five artificial datasets and twelve real datasets) suggest that this heuristic combination of the two correlation coefficients (rank for the relevance
and conditional relevance terms, and linear for the redundancy term) appears to work surprisingly well in practice. We remark that by definition the mRMR scheme is a heuristic approach trying to balance the benefit of including a feature (relevance) against the disadvantage of including a feature that has overlapping information with the existing feature subset. This had already been suggested by Battiti (1994) and lately Brown has urged for the exploration of different trade-offs of relevance and redundancy in mRMR-type approaches. This can be achieved using “regularization terms” (free parameters) such as $\beta$ in Equation 1 (Brown, 2009). Hence, it is conceivable that quantifying the relevance and conditional relevance using a simple nonlinear monotonic correlation and a linear correlation for redundancy followed by IT transformation could work well in the form of Equation 13. Indeed, the trade-off of relevance, redundancy, and complementarity could be parameterized by introducing “regularization parameters” that introduce some extra degrees of freedom, as suggested by Brown (2009).

RRCT has the desirable characteristic that it explicitly considers complementarities of the order equivalent to the number of features selected until that iterative step as part of its selection process, and is very easy to compute relying on correlation coefficients and partial correlation coefficients. The price to pay for this is that RRCT cannot quantify arbitrary relationships between features and the response variable as some complicated FS schemes relying on MI do. It would be particularly interesting to compare the performance of RRCT against more complicated filters that compute the MI using Parzen windows or Frazer’s algorithm, as for example in Estevez et al. (2009). Preliminary results suggest that mRMR where MI is computed using kernel density estimates may be superior to the FS algorithms proposed here (as expected), but this is computationally extremely demanding, particularly for large datasets. In sharp contrast, the algorithms in this study are all computationally extremely efficient (each takes a few seconds of computational time compared to many hours with Parzen-window based mRMR-type schemes).

We envisage the proposed FS method finding use as a fast, simple, off the shelf feature selection algorithm in both multi-class classification and regression application problems.
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